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Introduction

This commentary presents initial concepts and content that the Steering Committee feel may be important to a draft Code of Conduct framework for use in the development and application of artificial intelligence (AI) in health, health care, and biomedical science.

Background

As an emergent constellation of technologies, AI presents both unprecedented opportunities and potential risks for human health and well-being. At the October 2016 launch of the Leverhulme Centre for the Future of Intelligence, Stephen Hawking observed, “Every aspect of our lives will be transformed. In short, success in creating AI could be the biggest event in the history of our civilisation” (Hern, 2016).

Since the early 1970s, the increasing deployment of digital tools in health care and biomedical science has led to an explosive generation of health data (National Academy of Medicine, 2022). Leveraging these data to transform health outcomes is the aim of a continuously learning health system (LHS), “one in which knowledge generation is so embedded into the core of the practice of medicine that it is a natural outgrowth and product of the healthcare delivery process and leads to continual improvement in care” (IOM, 2007, page 6). This may, for some time, be a vision in progress, but developments in science, technology, and practice are rapidly setting the stage for its actualization. Until recently, progress in meaningful data use has occurred incrementally through the use of expert systems, clinical decision support algorithms, predictive modeling, big data analytics, and machine learning. Additionally, to date, there has been limited translation of exciting AI prototypes and models into practice. In 2022, the National Academy of Medicine (NAM) published Artificial Intelligence in Health Care: The Hope, the Hype, the Promise, the Peril, which highlighted the potential for AI to disrupt and transform health care, presenting a new range of possibilities in which it might augment human capacity and improve health (Matheny et al., 2022). In that same publication, the authors acknowledged the potential for AI to introduce significant risks to equity, safety, and privacy, and called for strategies to balance these risks with anticipated benefits.
In just the year prior to this commentary’s publication, the landscape has changed. Advanced predictive and generative AI and language models have appeared across multiple application domains, including the rapid evolution and diffusion of large language models (LLMs), such as ChatGPT by OpenAI which was made publicly available in 2022. Just as AI technologies are rapidly advancing, it is essential that health system stakeholders—individually and collectively—rapidly learn, adapt, and align on necessary guardrails responsible use of AI in health, health care, and biomedical science (Hutson, 2022). This imperative is consistent with the LHS, with core principles building upon the landmark publications, To Err is Human (IOM, 2000) and the Crossing the Quality Chasm Series (IOM, 2001), which identified quality health care as that which is: safe, effective, patient-centered, timely, efficient, and equitable. These principles have been expanded over a dozen years to embrace both health and health care, and add the critical care elements of transparency, accountability, and security. In addition to establishing common ground in a fragmented ecosystem, the core LHS principles also serve as a framework for increasing system trust, including in health AI.

The rapidly expanding use of AI in health, health care, and biomedical science amplifies existing risks and creates new ones across the health and medicine sectors from research to clinical practice. AI methods are being employed in a variety of applications including screening for and detecting disease, predicting real-time clinical outcomes, personalizing treatment, improving patient engagement, streamlining administrative tasks, easing the burden of clinical documentation, and shortening the timeline for therapeutic drug discovery (Ardila et al., 2019; Cai et al., 2015; Glover et al., 2022; Gulshan et al., 2016; Rajpurkar et al., 2022). Some AI applications can also be harnessed to assist with human-like tasks and provide input for human decision making.

However, despite the appearance of data-driven objectivity, AI outputs are built on datasets and models created and influenced by humans and may also result in harms including implicit and/or explicit bias, notably for individuals from underrepresented groups (Obermeyer et al., 2019). Without adequate recognition and redress of these risks, health AI has the potential to exacerbate existing inequities and create new ones (Christensen et al., 2021). As noted in Artificial Intelligence in Health Care: The Hope, the Hype, the Promise, the Peril, additional risks requiring attention include misdiagnosis, overuse of resources, privacy breaches, and workforce displacement or inattention based on over-reliance on AI (Matheny et al., 2022). In addition, by design, some AI models consume new data, learn, and evolve over time, which can contribute to user confusion in understanding their underlying logic.

To realize the benefits and mitigate the risks associated with AI, numerous entities—including an assortment of intergovernmental agencies (The White House, 2022), private enterprises (Google AI, n.d.), and academic communities (MITRE, 2023)—have issued frameworks to guide responsible use. For example, in 2017, the Asilomar AI Principles advanced a set of 23 guidelines covering priorities for research, considerations for ongoing safety, and the importance of value alignment in the development and use of AI (Future of Life Institute, 2017). While these frameworks address critical components of responsible AI, a need remains for convergence or alignment to achieve a socio-technical approach to governance and interoperability (Dorr et al., 2023). A more detailed gap analysis appears in the section of this commentary titled “Landscape Review Gaps and Opportunities.” Additionally, the granularity of many of these frameworks could make adoption and adaptation more difficult over time. For example, many previously published AI frameworks identify the criticality of explainability and reproducibility as essential elements for responsible AI—however, the very nature of LLMs and other advanced AI methods makes the practicality of applying these principles challenging.

To promote trustworthy AI in health, health care, and biomedical science, and in the spirit of co-creation and consensus building, this commentary offers for comment and discussion a draft framework for an AI Code of Conduct. The draft AI Code of Conduct framework is comprised of a harmonized set of principles (the Code Principles) grounded in antecedent work and a distilled set of simple rules (the Code Commitments) for broad adoption by the key stakeholders of the AI life cycle: developers, researchers, health systems, payers, patients, and federal agencies. The Code Principles provide touchstones around which health AI governance—facilitative and precautionary—can be shaped, tested, validated, and continually improved as technology, governance capability, and insights advance. Along with these principles, a small set of simple rules emerging from Steering Committee discussions reflect a process consistent with complex adaptive systems (CAS) theory. CAS explores how health systems with many individual interacting components adapt and organize over time and states that a small set of agreed-upon rules guiding individual behavior can create desired outcomes at the system level. See Box 1 and Appendix B of Crossing the Quality Chasm: A New Health System for the 21st Century for more detail on CAS (IOM, 2001).

By applying rules that are widely acceptable and broadly uncontroversible, stakeholders in the AI life cycle will be equipped with the awareness and guidance required to make responsible decisions in a changing environment in real time. These simple rules—titled the Code Commitments—build from the core principles of a LHS and are intended to broadly direct the application and evaluation of the Code Principles in practice. When applied by various stakeholder groups, the Commitments will serve as the foundation for translation into tailored implementation plans, serving to accelerate collective progress toward the safe, effective, ethical, equitable, reliable, and responsible use of AI in health, health care, and biomedical science.
In the complex adaptive health care system, interdependent elements (e.g., patients, clinicians, policies, and organizations—including hospitals, clinics, payers, pharmacies, and regulators) act independently, making decentralized decisions.

These decisions may be impacted by external factors and create feedback loops or result in nonlinear impacts (e.g., small changes lead to disproportionate effects), resulting in emergent system behaviors. That is, the system experiences outcomes or emergent behaviors that are not solely attributable to the actions of single actor but rather to the interaction of system elements.

However, simple rules implemented locally may amplify outcomes at the system level due to feedback loops and non-linear interactions. Small changes made by individual elements can cascade through the system, resulting in significant changes in overall behavior or system state.

Technology companies; health-focused coalitions; researchers; and local, national, and international governmental agencies have published guidance on responsible AI, but these efforts have not yet been harmonized or compared for overlap and completeness. With momentum building around the use of AI and demand for guardrails in the health sector, the value and critical nature of stakeholder alignment is clear (Dorr et al., 2023). This moment presents a unique opportunity for the health care community, within the context of a competitive marketplace, to act collectively and with intention to design the future of health, health care, and biomedical science in the era of AI. Alignment and transparent rapid cycle learning is necessary to realize the promise and avoid the peril associated with AI in the health sector. This collective effort is aligned with and complementary to related efforts across the field of health, including NAM convenings to address LLMs in health care, and will serve as the foundation for ongoing work to provide more detailed guidance on accountability and priorities for centralized infrastructure needed to support responsible AI.

**Overview of the Literature and Published Guiding Principles**

In recognition of the importance of building on previous efforts to define key principles to ensure trustworthy use of AI in the health ecosystem, the editors of this publication conducted a landscape review of existing health care AI guidelines, frameworks, and principles. A 2022 systematic literature review by Siala and Wang (2022) identified five key characteristics of socially responsible AI: human-centeredness, inclusiveness, fairness, transparency, and sustainability. This 2022 framework was then compared with 56 documents drawn from 3 core domains to identify similarities and gaps: scientific literature published between 2018–2023 that focused on responsible AI principles; guidance developed by medical specialty societies for physicians using AI; and frameworks, policies, and guidance issued by the federal government through May 2023, including the foundational National Institute of Standards and Technology AI Risk Management Framework (National Institute of Standards and Technology, 2023).

As the editors synthesized content extracted from the 56 publications, 2 consistent elements emerged: fairness and transparency were well-represented across the reviewed documents, but inclusiveness, sustainability, and human-centricity were not. Importantly, this review revealed that while the 2022 functional framework established a necessary baseline, it omitted or provided inadequate attention to themes that are essential to a forward-looking evaluation of guiding principles for the LHS and ethical AI, including accountability, data protection, ongoing assessment, and safety. This review therefore identified the following Code Principles based on the core LHS principles: engaged, safe, effective, equitable, efficient, accessible, transparent, accountable, secure, and adaptive. These core LHS principles define the agreed upon values and norms required to demonstrate trustworthiness between and among the participants in the health system; the trust, in turn, is foundational and embedded in the LHS.

One relevant additional feature was identified for inclusion by this review—international guidance and regulation—given that AI built by global companies will be used inside and outside the United States, and so four additional documents were also reviewed: international guidance on responsible AI from the World Health Organization, United Nations, European Union, and the Organisation for Economic Co-operation and Development (High-Level Expert Group on AI, 2019; Organisation for Economic Co-operation and Development, 2023; United Nations System, 2022; World Health Organization, 2021). The principles presented in these documents were also compared to the 2022 framework. The principles in the international publications did align with the Code Principles, but also included environmental protection or efficiency, which is not present in the 56 U.S.-focused publications but is clearly an important consideration moving forward.
Landscape Review Gaps and Opportunities

Among the 60 publications reviewed, 3 areas of inconsistency were identified: inclusive collaboration, ongoing safety assessment, and efficiency or environmental protection. These issues are of particular importance as they highlight the need for clear, intentional action between and among various stakeholders comprising the interstitium, or connective tissue that unify a system in pursuit of a shared vision.

First, inclusive collaboration. Multistakeholder engagement across the life cycle of problem identification, AI model development and deployment, post-implementation vigilance, and ongoing governance is essential. The perspectives of individuals across organizations, sectors, and roles in the process, as well as across socioeconomic groups, should be included at different points in the AI life cycle. Broad involvement of impacted parties will ensure that the right problem is being solved for the right beneficiary, appropriate data is used and properly stewarded, the model is achieving its stated goals without introducing harmful bias, tools are incorporated into the workflow effectively and transparently, AI users and subjects are educated, models are monitored after implementation, and accountabilities are clear to all involved. The perspectives of patients, providers, developers, and regulators are just a sample of the inputs required to ensure that AI performs as expected, rather than exacerbates existing or creates new inequities in health, health care, and biomedical science. For example, unchecked and unintentional implicit developer bias can lead to discriminatory algorithm results. Though the importance of fair and unbiased AI receives adequate mention in the surveyed publications, the editors of this publication observed limited acknowledgement of the linkages between broad collaboration, inclusive design, and substantively less discriminatory outputs.

Second, ongoing safety assessment. The trajectory of AI development in health care, particularly that of LLMs, has outpaced the existing regulatory safety infrastructure (Meskó and Topol, 2023). Unlike other physical medical devices or some software as a medical device, which are regulated by the Food and Drug Administration, some emerging forms of AI are being designed to learn and adapt over time, meaning that a tool approved after testing in one environment could achieve different results at a different time or in a different environment. Considering the implications of and planning for adaptive AI, before it is more widely deployed, seems prudent. Additionally, regardless of AI model type, population, behavior, or technology, changes over time could result in model drift or less accurate outputs. Left unchecked, biomedical AI implementations could not only further entrench existing medical inequities, but inadvertently give rise to new macro-level social problems—e.g., the monopolization of health-related industries as a function of diminishing market competition and reductions in health care workers’ collective bargaining power (Allianz Research, 2023; California Nurses

**BOX 2 | Code Principles**

**Applying the Trust Framework of the Learning Health System Core Principles**

**Engaged:** Understanding, expressing, and prioritizing the needs, preferences, goals of people, and the related implications throughout the AI life cycle.

**Safe:** Attendance to and continuous vigilance for potentially harmful consequences from the application of AI in health and medicine for individuals and population groups.

**Effective:** Application proven to achieve the intended improvement in personal health and the human condition, in the context of established ethical principles.

**Equitable:** Application accompanied by proof of appropriate steps to ensure fair and unbiased development and access to AI-associated benefits and risk mitigation measures.

**Efficient:** Development and use of AI associated with reduced costs for health gained, in addition to a reduction, or at least neutral state, of adverse impacts on the natural environment.

**Accessible:** Ensuring that seamless stakeholder access and engagement is a core feature of each phase of the AI life cycle and governance.

**Transparent:** Provision of open, accessible, and understandable information on component AI elements, performance, and their associated outcomes.

**Accountable:** Identifiable and measurable actions taken in the development and use of AI, with clear documentation of benefits, and clear accountability for potentially adverse consequences.

**Secure:** Validated procedures to ensure privacy and security, as health data sources are better positioned as a fully protected core utility for the common good, including use of AI for continuous learning and improvement.

**Adaptive:** Assurance that the accountability framework will deliver ongoing information on the results of AI application, for use as required for continuous learning and improvement in health, health care, biomedical science, and, ultimately, the human condition.
BOX 3 | Proposed Code Commitments

1. **Focus**: Protect and advance human health and human connection as the primary aims.
2. **Benefits**: Ensure equitable distribution of benefit and risk for all.
3. **Involvement**: Engage people as partners with agency in every stage of the life cycle.
4. **Workforce well-being**: Renew the moral well-being and sense of shared purpose to the health care workforce.
5. **Monitoring**: Monitor and openly and comprehensibly share methods and evidence of AI’s performance and impact on health and safety.
6. **Innovation**: Innovate, adopt, collaboratively learn, continuously improve, and advance the standard of clinical practice.

The goal is that all decisions associated with, and actions taken, to develop and deploy AI in the health sector will be consistent with these Commitments to develop and foster trust.

Association/National Nurses United, 2023; Qiu and Zhan-hong, 2023). The federal government is highly engaged in addressing risks associated with AI, including a recent executive order that calls for federal agencies to identify a chief artificial intelligence officer to ensure safe, secure, and trustworthy AI use within their agency, as well as requiring vendors to share safety test results (The White House, 2023). However, substantially less attention has been given to the need for a “safety culture” for the development and deployment of AI, which would address “individual and group values, attitudes, perceptions, competencies and patterns of behavior that determine the commitment to, and the style and proficiency of, an organization’s health and safety management” (ACSNI, 1993, p.23). While regulation enshrines best practice requirements and establishes consequences for malfeasance, a culture of safety lays a foundation of ideas and principles upon which to develop forward-looking initiatives (Manheim, 2023).

Third, efficiency or environmental protection. Using excessive resources (minerals, water, electricity, etc.) to power AI development presents potential risks to human health, making efficiency and environmental protection an important consideration for responsible AI. AI computing and storage requirements are growing and creating significant energy demands for data centers. According to a 2018 analysis, the information and communication technology sector is projected to exceed 14% of global emissions by 2040, the bulk of which will come from data centers and communication network infrastructure (Belkhir and Elmeligi, 2018; Nordgren, 2022). While some large technology companies are projecting that their data centers will be carbon-free by 2030 (Bangalore, et al, 2023), global emissions will need to be transparently measured to assess progress toward national and international decarbonization goals (International Energy Agency, n.d.). Beyond emissions, the associated environmental impact of the demand for rare elements used in electronic components and other resources such as water, used for cooling data centers, must also be considered. Despite these facts, none of the 60 publications included in this paper’s literature review substantively addressed the environmental implications of AI development. The imperative to correct this omission is reflected in the Code Principles below.

A universal Code of Conduct, suitable for current needs and adaptable for future risks and opportunities, should address these three gaps at the system and policy levels, thereby safeguarding the ongoing advantages of AI use and fostering innovation.

**Draft Code of Conduct Framework: Code Principles and Code Commitments**

Mapped onto the NAM’s Learning Health System principles, the Code Principles (see Box 2), address gaps identified in the literature review conducted by the authors and include internationally harmonized guiding principles that attend to both present and future contexts.

The Code Principles embed the essential values underpinning responsible behavior in AI development, use, and ongoing monitoring. The Code Commitments (see Box 3) meanwhile, are intended to support the application of these Principles in practice. Thus, the Commitments are intentionally broad but action- and decision-oriented. The Commitments call on CAS theory as a small set of simple rules for applying the Code Principles to guide behaviors in a complex system. The Commitments promote governance at every level—individual, organizational, community, state, national, and transnational—with an understanding that collaborative governance includes regulation and local governance (Price II et al., 2023).

Given AI’s constant evolution and the rapidly changing global contexts in which it operates, attention to the AI Code of Conduct Code Principles and Commitments is especially important as work on the AI Code of Conduct framework moves to its next phase. Consultative outreach, public discussion, and feedback on this commentary, the Code Principles, and the Code Commitments are strongly encouraged. Input will be reflected in a subsequent AICC publication.

**Next Steps**

Over the coming months, the NAM will continue its work, including the following:
1. Solicit key stakeholder feedback and public comment on the draft Code of Conduct Framework’s Code Principles and Code Commitments for incorporation into a final publication.

2. Convene working groups representing critical contributors to ensuring responsible AI in health, health care, and biomedical science. Each group will define the expected behaviors (conduct), accountabilities, and relationships to other key stakeholders throughout each stage of the AI life cycle. Upon completing this group work, cross-cutting reviews from experts in equity and ethics; workforce and clinician well-being; quality and safety; and individuals, patients, and clinicians will be solicited, and their feedback will be incorporated. The working groups will consider how to address the required overall health system changes to realize the Code Commitments.

3. The draft Code of Conduct Framework’s Code Principles and Code Commitments will be tested by case studies beginning with individuals and patient advocates, as well as health system and product development partners.

4. Key stakeholders involved in AI governance, including federal agencies with relevant responsibilities, professional societies, and related technology associations will be consulted.

5. An NAM Special Publication will be released, containing 1) the final AI Code of Conduct framework, modeled on the LHS core principles, informed by public input, and vetted and co-created with the working groups and external consultations, and 2) recommended options for implementation, monitoring, and continuous improvement of the Code of Conduct framework.

Conclusion

After decades of progress toward a data-driven health system, advanced AI methods and systems present a new and important opportunity to achieve the vision of a learning health system. These adaptive technologies also present risks, particularly when applied in a complex system, and therefore must be carefully and collectively managed. Based on a bounded review of the literature and guidance on responsible AI in health and health care, informed by ongoing dialogue with national thought leaders, and mapped to the principles of the continuously learning health system, this paper proposes a harmonized draft AI Code of Conduct framework. The Code Principles and the proposed Code Commitments reflect simple guidelines to guide and gauge behavior in a complex system and provide a starting point for real-time decision making and detailed implementation plans to promote the responsible use of AI. Engagement of all key stakeholders in the co-creation of this Code of Conduct framework is essential to ensure the intentional design of the future of AI-enabled health, health care, and biomedical science that advances the vision of health and well-being for all.
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