
Artifi cial Intelligence for Health Professions 
Educators
Kimberly Lomis, MD, American Medical Association; Pamela Jeff ries, PHD, 
RN, FAAN, ANEF, Vanderbilt School of Nursing; Anthony Palatta, DDS, EdD, 
PalattaSolutions; Melanie Sage, PHD, MSW, University at Buff alo School of Social 
Work; Javaid Sheikh, MD, MBA, Weill Cornell Medicine-Qatar; Carl Sheperis, PhD, 
MS, Texas A&M University-San Antonio; and Alison Whelan, MD, Association of 
American Medical Colleges

September 8, 2021

DISCUSSION PAPER

Perspectives | Expert Voices in Health & Health Care

A Call to Action

Artifi cial intelligence (AI) is already impacting many fac-
ets of American life and is poised to dramatically alter 
the maintenance of health and the delivery of health 
care. The explosion of information available to inform 
the work of health professionals exceeds each indi-
vidual’s capacity to process it eff ectively [1]. Learning 
to wield collective knowledge to augment their own 
personal abilities will distinguish the health provider of 
the future from the health provider of the past. AI will 
help enable this evolution by supplementing—not sup-
planting—the savvy provider. All health professions 
have an opportunity to leverage AI tools to optimize 
the care of patients and populations.

In 2019, the National Academy of Medicine released 
a Special Publication titled Artifi cial Intelligence in Health 
Care: The Hope, the Hype, the Promise, the Peril [2]. In-
tended to support the vision of a learning health sys-
tem, the authors addressed “the need for physicians, 
nurses, and other clinicians, data scientists, health 
care administrators, public health offi  cials, policy mak-
ers, regulators, purchasers of health care services, and 
patients to understand the basic concepts, current 
state of the art, and future implications of the revolu-
tion in AI and machine learning.”[3] This manuscript is 
intended to complement the prior Special Publication 
and serve as a call to action to the health professional 
education (HPE) community. Educators must act now 
to incorporate training in AI across health professions 
or risk creating a health workforce unprepared to le-
verage the promise of AI or navigate its potential perils.

Overview of AI and its Applications in Health 
Care

It is incumbent on leaders of HPE to enhance their 
own understanding of AI in order to guide the train-
ing of current and future learners. A brief overview is 
provided here to anchor the subsequent discussion of 
educational implications (the prior Special Publication 
provides more detail).

AI is an umbrella term encompassing multiple meth-
ods and capabilities. Much of the “hype” is focused 
on the science fi ction vision of a powerful computer 
capable of functioning like a human being. The much 
less exciting narrow AI, or the development of a tool 
to support a single, specifi c task, is the actual reality of 
AI in 2021. Other terms for AI include algorithms, ma-
chine learning, and neural networks. Algorithms are at 
the center of AI and are continually growing in sophis-
tication [4]. Designed to “learn what to do,” the goal of 
algorithms is to enable computers to act without being 
given coding guidance for each and every step. Ma-
chines that sense, think, and act will impact health care 
in ways that were unimaginable a few short decades 
ago [2]. Figure 1 outlines various aspects of AI as they 
relate to the fi eld of medicine.

Hope and promise lie in the utilization of AI to cap-
ture and process extensive data supporting evidence-
based practice. If properly leveraged, AI will increase 
access, aff ordability, and quality of health care, and 
has the potential to enhance privacy and security of pa-
tient data. Offl  oading repetitive tasks and administra-
tive informational processing (such as documentation 
burdens) frees providers to focus on creative thought 
processes and attend more directly to their patients. 
It is beyond the scope of this document to fully cata-
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logue potential roles for AI in health care, but examples 
provided by Matheny et al (see Table 1) demonstrate 
applications across disciplines and professions [2]. Em-
bracing AI tools as partners will result in augmented 
intelligence of the entire health care system and the 
individuals within it.

There is potential peril in any new technology. Com-
pared to prior technologies that have shaped health 
care, a fundamental diff erence of AI is its capacity to 
evolve. Some AI tools are rules-based, programmed to 
complete a specifi c task. But an advantage of AI is the 
ability to train a tool via exposure to a large dataset, al-
lowing AI to identify within the data its own method to 
complete a task. Currently, many such data-based tools 
are locked at the point of application; using past data, 
they apply a formula to categorize new data. But some 
are set to learn continuously: as the tool is exposed to 
more and more data, it may modify how it addresses 
the task. The ability for adaptive learning is simulta-
neously the wonder and threat of AI. Analogous to a 
surgical instrument morphing in the surgeon’s hand as 
they wield it, continuous AI tools require vigilance from 
health professionals in critically appraising their out-
puts and performance. Human contribution to the de-
sign and application of AI tools is fraught with the same 

bias already infi ltrating U.S. health care systems, and 
such bias could be amplifi ed by AI if not closely moni-
tored [5]. The rise of AI tools thus has implications for 
existing health professions training, reminding of the 
need to acknowledge human fallibility in areas such as 
clinical reasoning and evidence-based medicine. Cur-
rently, much of AI development is shaped by economic 
drivers and corporate interests; health providers must 
be informed to serve as advocates for the needs of 
patients and communities. All health providers need 
foundational understanding of AI in order to maximize 
the promise and mitigate the peril.

AI holds great potential to accelerate eff ective in-
terprofessional collaborative practice. AI will spur a 
fundamental alteration in provider roles, shifting the 
anchor of professional identities from the possession 
of a specifi c fund of knowledge toward expertise in ac-
cessing, assessing, and applying that information. A 
greater breadth of information will be available to each 
provider, but the unique perspectives of each profes-
sion will remain essential in the meaningful application 
of that information. To support a learning organiza-
tion and continuously improve the health system an 
interprofessional lens is critical to developing eff ective 
education in AI [6]. “Coordinated planning among edu-

FIGURE 1 | AI Uses and Application in Health Care
SOURCE: Used with permission of the American Medical Association. 
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Use Case or 
User Group

Category Examples of Applications Technology

Patients and 
Families

Health monitoring
Benefi t/risk 
assessment

• Devices and wearables
• Smartphone and tablet apps, 

websites

Machine learning, natural 
language processing (NLP), 
speech recognition, chatbots

Disease prevention 
and management

• Obesity reduction
• Diabetes prevention and man-

agement
• Emotional and mental health 

support

Conversational AI, NLP, 
speech recognition, chatbots

Medication 
management

• Medication adherence Robotic home 
telehealth

Rehabilitation • Stroke rehabilitation using 
apps and robots

Robotics

Clinician 
Care Teams

Early detection, 
prediction, and diag-
nostic tools

• Imaging for cardiac arrhythmia 
detection, retinopathy

• Early cancer detection (e.g., 
melanoma)

Machine learning

Surgical 
procedures

• Remote-controlled robotic 
surgery

• AI-supported surgical road-
maps

Robotics, machine learning

Precision medicine • Personalized chemotherapy 
treatment

Supervised machine learning, 
reinforcement learning

Patient safety • Early detection of sepsis Machine learning

Public health 
program 

managers

Identifi cation of 
individuals at risk

• Suicide risk identifi cation using 
social media

Deep learning (convolutional 
and recurrent neural net-
works)

Population health • Eldercare monitoring Ambient AI sensors
Population health • Air pollution epidemiology

• Water microbe detection
Deep learning, geospatial pat-
tern mining, machine learn-
ing

Business 
adminstra-

tors

International Classi-
fi cation of Diseases, 
10th Rev. (ICD-10) 
coding

• Automatic coding of medical 
records for reimbursement

Machine learning, NLP

Fraud detection • Health care billing fraud
• Detection of unlicensed provid-

ers

Supervised, unsupervised, 
and hybrid machine learning

Cybersecurity • Protection of personal health 
information

Machine learning, NLP

Physician 
management

• Assessment of physician com-
petence

Machine learning, NLP

Genomics • Analysis of tumor genomics Integrated cognitive comput-
ing

Disease prediction • Prediction of ovarian cancer Neural networks
Discovery • Drug discovery and design Machine learning, computer-

assisted synthesis

TABLE 1 | Examples of AI Applications for Stakeholder Groups
SOURCE: Matheny, M., S. Thadaney Israni, M. Ahmed, and D. Whicher, Editors. 2019. Artifi cial Intelligence in Health Care: 
The Hope, the Hype, the Promise, the Peril. NAM Special Publication. Washington, DC: National Academy of Medicine.



DISCUSSION PAPER

Page 4                                                                Published September 8, 2021

cators, health system leaders, and policy makers is a 
prerequisite for creating an optimal learning environ-
ment and an eff ective health workforce (Cox and Nay-
lor, 2013). Coordinated planning requires that educa-
tors be cognizant of health systems’ ongoing redesign 
eff orts, and that health system leaders recognize the 
realities of educating and training a competent health 
workforce” [7].

Some health professionals will make AI a focus of 
their careers and will pursue extensive training in or-
der to provide the critical infl uence of health care pro-
viders in the development, implementation, and evo-
lution of AI tools. This call to action, however, focuses 
on the preparation of all health care professionals — 
those who will utilize a variety of AI tools in their rou-
tine provision of care. Health professionals are at an 
advantage to successfully learn how to incorporate AI 
into their work, in that principles of critical reasoning 
and data analysis are already fundamental to health 
care training. “Health care workers in the AI future will 
need to learn how to use and interact with information 
systems, with foundational education in information 
retrieval and synthesis, statistics and evidence-based 
medicine appraisal, and interpretation of predictive 
models in terms of diagnostic performance measures” 
[2]. Such interactions will demand an attitudinal shift in 
providers, as AI may be perceived more as a colleague 
than a tool. It is imperative that leaders of HPE urgently 
act to ensure that all providers are positioned to con-
tribute to the responsible deployment of AI.

Simultaneously, there is potential for educators to 
exploit powerful AI tools within the process of educa-
tion itself. Administrative burdens associated with edu-
cational programs could be off set by AI, freeing educa-
tors to focus on more creative and relational aspects of 
their work. Particularly intriguing is the opportunity to 
enhance the education of each professional through-
out one’s career. Analogous to “precision medicine,” 
educators can foster “precision education” by leverag-
ing data to individualize training and assessment. Data 
can inform the strategic deployment of educational re-
sources and strengthen the link between practice and 
education, and educators can advocate for the devel-
opment of appropriate tools. 

This manuscript thus addresses the duality that 
health professions educators must consider now: the 
need for training in AI and the role of AI in training.

Addressing Hesitance to Incorporating AI into 
Health Professions Education

The authors of this manuscript have had the oppor-
tunity to advocate for better training in AI in various 
educational venues and with audiences across health 
professions. Many doubts have been raised in those 
discussions, which warrant addressing directly in a 
transparent manner. Skepticism cannot negate this call 
to action; indeed, many of the concerns about AI argue 
all the more for appropriate education of learners [8,9].  

Fear of AI leading to a dystopian society where robots 
overtake their creators has been immortalized through 
science fi ction, leading some to believe that the dan-
gers of AI far outweigh its benefi ts [10]. Within health 
care and HPE, concerns about AI are more specifi c, and 
therefore should be more readily addressed. Common 
topics of consternation include concerns for potential 
job loss, threats to the traditional “expert” role, a lack 
of strategies for integrating AI into current information 
technology and electronic health record (EHR) systems, 
shortage of a well-trained team in data collection and 
analysis [11], and concerns about AI being a clinical 
tool that is a “black box” in which decisions are not fully 
transparent.

The basic premise of AI is to supplement, not sup-
plant, the work of health professionals and educators. 
Misunderstanding this concept is a primary cause 
of hesitancy around AI, in practice and in education, 
along with a more fundamental resistance to change. 
A lack of knowledge of what AI is and can or cannot do 
contributes to this resistance. The medical disciplines 
of radiology and pathology exemplify these points. 
Studies have documented that algorithms outperform 
radiologists in identifying malignant tumors, but that 
speaks more to the value of AI as a tool rather than the 
likelihood that AI will replace radiologists [12]. In fact, 
AI systems are designed to accomplish specifi c tasks 
like reading and interpreting radiographic images; ra-
diologists are also expected to integrate multiple touch 
points produced through AI, consult with other health 
professionals, and interact with patients — all of which 
are roles most appropriately designed for human-to-
human interaction.

Examples from other health professions include 
advances in AI related to mental health care. AI is be-
ing utilized to address the critical shortage of mental 
health professionals throughout the world. Woebot, 
a clinically proven Cognitive Behavioral Therapy (CBT) 
chatbot platform, uses AI to form a therapeutic alliance 
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with the user and adapts the CBT approach based on 
the individual presenting symptoms [13].

Another clinically proven AI implementation in men-
tal health is Tess, which employs educational, con-
versational, and therapeutic approaches to foster be-
havior change in the user [14]. Tess has been used by 
more than 19 million people worldwide. While millions 
of people are using AI to supplement the work of men-
tal health professionals, competency domains have 
not been updated to refl ect the knowledge base that 
practitioners need in relation to AI approaches or to 
refl ect the needed integration of existing AI usage into 
the treatment process. Certain applications of AI, like 
deep learning and advanced data analytics, could be 
viewed as partners and collaborators and not feared as 
displacers of health care professionals [15]. AI will not 
replace providers, but providers who leverage AI will 
replace those who do not.

The already overloaded curriculum across health 
professions creates resistance to adding additional 
competencies in AI for learners. The dense curriculum 
has implications for students’ well-being and faculty 
burnout. But, as with all evolving areas of medicine, 
determining how AI relates to existing content and 
weighing the relative impact of all areas of content on 
future practice will be critical in order to identify paths 
forward. As new information in the health professions 
continues to exponentially grow, “information over-
load” continues to overwhelm the cognitive and mental 
capacity of students’ and educators’ minds. This grow-
ing incongruence has led to a shift in health professions 
educators’ thinking regarding instruction, with calls to 
refocus learning on “knowledge management” rather 
than the current and long standing “information acqui-
sition” model. The irony here is that the addition of AI 
as a subject in health professions and as a tool to man-
age the curriculum can actually reduce curricular load. 
By migrating some biomedical and clinical knowledge 
to AI algorithms, educators can instill more breathing 
room into health professions curricula and into the 
lived experiences of students and faculty [16,17].

There is also concern about a lack of faculty with 
the appropriate expertise to create and deliver curri-
cula in AI. Developing new relationships between the 
educational program and experts in the health system 
may off er a starting point. Health professions faculty 
members responsible for curricular oversight will need 
to improve their digital literacy regarding AI and topics 
such as mathematical modelling and decision theory, 
and as such, faculty development must be a priority. 
Similarly, a lack of knowledge and skills to best utilize 

AI to enhance the process of education and lack of re-
sources to develop such tools stymies progress.

Health professional instructors who use AI and ma-
chine learning for predictive analytics or to off set their 
workloads must be educated on both the benefi ts and 
the risks regarding bias in big data and algorithms. The 
example of Microsoft’s bot Tay is a cautionary tale of 
unsupervised machine learning. Designed as an ex-
periment in “conversational understanding,” Tay was 
established as an openly AI Twitter user. Within 24 
hours, hackers overwhelmed the system with hateful 
and racist comments, leading Tay to spew messages 
refl ective of its data input [18]. Students and educa-
tors must realize that AI is not a stagnant function and 
must be constantly analyzed, evaluated, and updated. 
Because the effi  cacy of AI algorithms is impacted by 
the data collected by humans, unconscious biases can 
be incorporated unintentionally. Previously conducted 
research can also add biases to AI-derived outcomes 
because underrepresented and marginalized groups 
have traditionally been excluded from datasets [19]. 
Education in AI is critical so that health professionals 
understand their own unconscious biases and develop 
the skills to help explain AI-supported decision making 
to marginalized groups that have a history of mistrust 
with and in the health professions.

Concerns about potential negative impacts of AI and 
a lack of resources to implement educational adjust-
ments argue all the more for educators to tackle this 
challenge now. It is imperative that educators provide 
training that empowers all providers to fulfi ll their pro-
fessional duty to care for and protect patients. The 
further development and incorporation of AI will not 
stop due to the fears or concerns of some educators. 
Promoting a dialogue and improving partnerships be-
tween the health disciplines and computer scientists 
would enable the development of realistic, usable, and 
eff ectively applied technology. Importantly, the future 
of the health professions, the students and learners be-
ing educated now, have demonstrated a more positive 
acceptance of AI in HPE and practice. A study conduct-
ed with radiology residents showed that a majority of 
students agreed that AI will revolutionize (77 percent) 
and improve (86 percent) radiology, while disagreeing 
with statements that human radiologists will be re-
placed (83 percent). More than two-thirds agreed with 
the need for AI to be included in medical training (71 
percent) [20]. The time is right for health professions 
educators to position their learners to understand and 
support the use of AI in the clinical setting with the in-
tent to provide safe, quality patient care.
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Thus, health professions educators must consid-
er two aspects of the emergence of AI in health and 
health care delivery:

1. What training in AI will health professionals need 
to do their jobs well?

2. How can AI capabilities be leveraged to improve 
the training of health professionals?

Training in AI

As mentioned previously, the scope of this manuscript 
is to consider foundational needs of all providers, not 
to outline the needs of those who will choose to spe-
cialize in AI development. Training in AI is ripe for inter-
professional educational approaches because all fi elds 
are relatively early on in this process and the relation-
ships of work across professions will likely shift as AI 
advances. Learning about, from, and with one another 
adds rich perspectives that will enable health profes-
sions to anticipate and mitigate perils and amplify the 
promise of AI. The following domains outline key ele-
ments to be addressed in education about AI.

Information Overload
Historically, acquisition of information, its synthesis, 
and proper application has characterized health care 
professionals’ training. Due to the explosion of data 
from EHRs, imaging, biometrics, multi-omics, and re-
mote monitoring via sensors, managing analyses of 
such data increasingly requires application of sophis-
ticated algorithms. Traditional curricula can no longer 
prepare health professionals for the evolving needs 
that require knowledge management and eff ective uti-
lization of machine learning and data analytics [16]. In 
addition, trainees need to be prepared for an increas-
ing focus on precision health due to the ability to gather 
detailed, personalized data using multiple digital tools 
(e.g., an Apple Watch can collect various physiological 
measurements including sleep assessment) that will 
help people adapt their behavior and make healthy 
lifestyle choices. Explicitly naming this challenge of in-
formation overload helps health professions learners 
understand the need for AI support and for their own 
continual learning.

Foundations in AI
All providers need a fundamental understanding of 
what AI is, how it works, and how it diff ers from other 
forms of technology currently in practice. A general un-
derstanding of various ways in which AI is applied to 
the work of health professionals is appropriate at early 
stages of training; as one advances in a given fi eld, ad-

ditional training will be needed in more specifi c ap-
plications used in one’s discipline. Understanding the 
provider’s role in oversight of AI applications, including 
regulatory and ethical concerns, will aid in meeting the 
collective professional obligation to ensure that these 
new tools are used in a manner that optimizes their 
promise and minimizes potential perils. 

New Competencies
Recent literature off ers suggestions regarding the ele-
ments of training in AI to be incorporated into HPE. Mc-
Coy et al. [21] describe broad competencies as:

• New roles that health professionals must as-
sume in delivering care:

• Evaluator: Being able to evaluate when a 
technology is appropriate for a given clini-
cal context and what inputs are required 
for meaningful results

• Interpreter: Interpretation of knowledge 
and skills with a reasonable degree of ac-
curacy including knowing potential sourc-
es of error, bias, or clinical inappropriate-
ness

• Communicator: Communication of re-
sults and underlying process in a way that 
patients and other health professionals 
can understand

• Competencies for understanding AI in a broader 
professional context:

• Stewardship: Be a responsible steward 
for patient data to ensure basic trust be-
tween provider and patient

• Advocacy: Understand the risks around 
data security and privacy—health care 
providers must be equipped to advocate 
for the development and deployment of 
ethical and equitable systems 

McCoy et al. and Law et al. argue for the additional 
need for explicit training of health professionals in 
fundamental computer programming skills, an under-
standing of good practices in software design, and the 
ability to envision how to incorporate new tools into 
practice [20, 21]. Training in programming may not be 
indicated for every health professions student, but all 
of them need a fundamental understanding of best 
practices in, and limitations of, algorithmic develop-
ment and maintenance.
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Considering Competency Broadly
Beyond knowledge of AI, other competency domains 
necessary for health professions will be impacted as 
well. Accepting that AI will supplement, not supplant, 
the work of providers, prompt consideration of the 
qualitative attributes that providers need to partner 
eff ectively with AI is both warranted and necessary. 
For example, as AI is incorporated into clinical encoun-
ters, health professions students need training in new 
communication skills and professionalism to retain the 
critical humanist elements of care delivery. Increased 
emphasis on skills such as clear communication, empa-
thy cultivation, health advocacy, and collaboration will 
be increasingly needed to prepare professionals who 
can connect eff ectively with patients while being fac-
ile with technology [22, 23]. Fostering communication, 
empathy, and caring will require more attention and 
expertise [24]. To reference a quote that is attributed 
to many, but perhaps most to Gino Wickman, “System-
ize the predictable, so you can humanize the excep-
tional.” Such a “high tech, high touch” approach seems 
to be gaining popularity. According to 2016 Association 
of American Medical Colleges data, training in medical 
humanities has consistently increased during the past 
few years, with 94 percent of medical schools off ering 
either required or elective courses positioning students 
to better understand the needs of diverse patients [25]. 

Rethinking Traditional Content
The emergence of AI also presents evidence that tra-
ditional areas of content may need to be addressed in 
new ways. The proliferation of information available to 
clinicians at the time of decision making has exceeded 
the processing capacity of an individual provider; AI 
can assist by augmenting one’s individual capabilities 
with collective knowledge. This refl ects increasing ac-
knowledgment over recent decades of the realities of 
human diagnostic error [26]. Similarly, society is com-
ing to terms with the structural biases that permeate 
every system, including health care. As noted previ-
ously, many are quick to point to the risk that AI could 
amplify bias that already exists, which argues for stron-
ger training around human bias and existing structural 
determinants of health. Health professions students 
thus need deeper training in metacognition — an un-
derstanding of how humans think and make decisions. 
Systematic training programs are required to become 
aware of and to overcome historical biases [27]. Be-
cause AI draws on existing datasets, additional training 
is needed to emphasize systematic and historical bias-
es, errors, and omissions in health data. Health profes-

sionals must be trained to embrace responsibility for 
ensuring data quality. All providers contribute to the 
collection of — and, importantly, the documentation of 
— information about patients and communities. Edu-
cation in responsible documentation processes and 
appropriate contribution to EHRs will strengthen the 
datasets on which AI relies. Finally, clinicians must be 
taught to apply an understanding of contexts of health 
and health care when determining the relevance of AI 
applications in a particular milieu and for particular 
populations.

Shifting Interprofessional Roles
HPE must anticipate shifts in interprofessional practice 
patterns. The vision of what it means to be a health 
care provider will move away from individual stew-
ards of information toward systems-thinking experts 
in accessing, assessing, and applying information to 
the needs of an individual or a given community. It is 
critical that each provider be taught that data inputs 
impact AI outputs that guide care and treatment. Wear-
able devices connected by AI will increasingly integrate 
prevention and care delivery. Training in digital health 
literacy is needed to promote understanding of such 
data from the lens of a specifi c health profession, but 
also in recognizing how such information fi ts within the 
expertise of other health professions and the broader 
health system. Data collected by patients themselves 
through smart technology monitoring will supple-
ment data submitted by each care provider. Health 
professions training needs to prepare students for the 
paradigm shift from the traditional “disease-oriented 
medicine” to promotion of wellness in the context of 
a partnership with patients and providers. The compo-
sition of the interprofessional team will be altered, as 
health care providers will collaborate with data scien-
tists and other digital experts [28]. The role of the team 
will shift toward a more interprofessional person-cen-
tered approach, guiding individuals toward healthier 
options and decision making based on deep learning 
algorithms. Educators must thus develop interprofes-
sional learning opportunities to recognize data biases, 
bioethical challenges, and implications for liability as 
teams increasingly rely on data-driven algorithms to 
drive decision making [28]. 

It may be that a diff erent type of person will succeed 
as a health professional. An increasing recognition of 
the value of personal humility that positions a provider 
to accept external input, whether from fellow members 
of the care team or from AI tools, must balance a tradi-
tional value for strong personal knowledge. Educating 
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health professions learners together on the risks and 
benefi ts of AI and machine learning will set up a system 
of shared knowledge as students become members of 
the health professional team.

Ethical and Professional Implications
The duty of health professionals to engage in ethical 
and regulatory oversight of AI also argues for targeted 
education. In the United States, when decision makers 
at health care organizations were asked how confi dent 
they were that AI would improve medicine, roughly 50 
percent feared that it will produce fatal errors, have 
operational fl aws, and produce unmet expectations 
[29]. In the United Kingdom, 63 percent of the adult 
population is not comfortable with providing and al-
lowing personal data to be used to improve health care 
through AI. Training must be developed to ensure that 
providers understand and monitor data protection re-
quirements, patient privacy, and confi dentiality, as well 
as minimize bias sampling and demand that AI devel-
opers provide transparent communication and actions 
addressing these endeavors [29]. Further collaboration 
among interprofessional educators will be necessary to 
clarify what additional competencies are needed and 
how historical competencies must be refi ned in light of 
increasing penetrance of AI in health care. 

AI in Training

In addition to preparing health professions learners to 
utilize AI tools in their future work, educators should 
consider the tremendous potential of AI to improve the 
process of education. Multiple examples, which are laid 
out below, have already emerged that show how lever-
aging AI can propel innovative approaches to teaching 
and learning across the continuum of training.

Easing Administrative Burdens
Information is critical to educational systems and their 
ability to recognize and address the learning needs of 
individual health professionals. However, there are sig-
nifi cant administrative aspects to educational systems. 
Akin to the clinical application of AI to reduce a provid-
er’s burden of documentation, leveraging AI could free 
bandwidth for direct interactions with students and for 
more creative activities to advance innovation in HPE. 
As an example, the Georgia Institute of Technology [30] 
sought to expand its capacity for online education, but 
leaders recognized that the demand for teaching assis-
tants (TAs) would exceed supply. Identifying that many 
questions for TAs are administrative in nature rather 
than focused on deeper learning issues, they devel-
oped an AI application, Jill Watson, to function as a TA. 

Jill was successful in quickly addressing simple ques-
tions and was able to recognize more advanced issues 
that needed to be referred to human educators. Ongo-
ing refi nement is under way to optimize functionality. 

Another example comes from the New York Uni-
versity Grossman School of Medicine. Upon the an-
nouncement that the school would award full-tuition 
scholarships to all enrolled students, leaders antici-
pated a surge in applications to the already prestigious 
program. They developed a dataset of 53 variables 
extracted from the admissions applications records 
of more than 1,000 previous matriculants and per-
formed an analysis to identify factors correlated with 
subsequent success in medical school. Their big data 
approach enabled enhanced processing of subsequent 
applications, incorporating more holistic measures at 
the point of initial screening in a manner intentionally 
designed to mitigate prior biases common to admis-
sions processes nationally [31]. Other uses have simi-
larly eased the workload of teacher-scholars by triag-
ing relevant research articles indexed by PubMed and 
automating certain activities like narrowing the num-
ber of applicants for specialized programs and dividing 
classes based on competencies and motivation to learn 
[32].

Delivery of Content and Enabling Adaptive Learn-
ing
As applied to content delivery, AI enables adaptive 
learning and assessment with the goal of “serve[ing] 
the benefi ts of a well-trained human tutor providing 
students support, guidance, interpreting student an-
swers and encouraging more dialogue on the discus-
sion” [33]. For example, an AI application known as 
the BRCA Gist has been found to be benefi cial in sup-
porting learning about genetic risk in breast cancer 
[34]. Developed to help patients navigate the personal 
decision whether to pursue genetic testing, this tool 
involves leveraging complex AI applications to create 
avatars that interact in a conversational manner, ad-
justing responses to the patient’s text replies. Students 
selected to interact with the system as if they were a 
patient demonstrated increased declarative knowledge 
of genetic risk. Use of such technology in educational 
programs would enable educators to expand the mix 
of cases that students are exposed to and provide the 
opportunity to discover new concepts in an interactive 
manner with prompt feedback from the system. The 
learning process is no longer bound by time and place 
and instead off ers an “apprenticeship” tutor-type expe-
rience. Performance trainers in the health professions 
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exist and are found to achieve the tutoring needed, re-
sulting in higher performance scores than learning in 
the traditional classroom.

Providing Information and Feedback
AI has also been used in higher education to provide 
individualized feedback, build learning pathways, and 
decrease costs [35]. It will not replace human teachers, 
although it will change the work that humans do. In one 
case, a professor of computer science’s master’s stu-
dents designed a teacherbot to work with students as 
a TA, promptly answering online questions at all hours 
of the day for multiple students simultaneously [18]. 
Such models have been used to predict which students 
will be low-engagement participants in online class ac-
tivities and are likely to require additional assistance 
throughout the course [36]. This could be especially 
valuable when running Massive Open Online Courses. 
Additionally, many health professions programs have 
instituted dashboards to compile and display feed-
back from the clinical learning environment. Layering 
AI tools could streamline the data collection burden, 
signaling priorities regarding what specifi c feedback is 
needed and which supervisors could be in a position 
to provide it.

Supporting Competency-Based Assessment and In-
dividualized Learning Pathways
Learners in any health profession come to their train-
ing with a rich diversity of prior educational and life 
experiences, and as such, their true educational needs 
vary. Recent interest in competency-based approaches 
to HPE emphasizes greater attention to monitoring 
learning outcomes over traditional reliance on time as 
a proxy for learning. Competency-based approaches 
rely on rich programmatic assessment data about each 
learner. Ideally, each health professions learner is as-
sessed by a variety of supervisors within a complex 
clinical system. Some standardization of expectations 
is necessary, yet there is richness in this diversity of 
supervisor perspectives on performance. A historical 
barrier to implementation of competency-based ap-
proaches has been the challenge of managing a wealth 
of performance evidence, visualizing and interpreting 
it in a manner that informs future learning. Preliminary 
work at some medical schools [37-39] demonstrates 
the power of programmatic assessment and individu-
alized performance dashboards that span courses and 
time, but these programs are still limited by the capac-
ity of human processing. AI could be applied to iden-
tify consistent signals in performance evidence that 
in turn would steer additional diagnostic assessments 

or learning experiences. Akin to precision medicine, AI 
enables precision education by identifying individual 
performance trends and making recommendations to 
support individualized learning pathways.

Streamlining Continual Professional Development
Ongoing education is a fundamental aspect of every 
health profession, but meaningful continuing profes-
sional development has also suff ered from this lack of 
customization, with poor alignment to each provider’s 
actual practice. The American Board of Medical Spe-
cialties recently argued that “continuing certifi cation 
must change to incorporate longitudinal and other in-
novative formative assessment strategies that support 
learning, identify knowledge and skills gaps, and help 
diplomates stay current” [40]. Certifi cation must be 
based on the competency demands of one’s practice. 
AI off ers the potential to monitor a provider’s patient 
panel and outcomes and recommend appropriate edu-
cational resources just in time. It can be used to un-
derstand one’s true scope of practice and recommend 
appropriate, targeted assessments for continuing cer-
tifi cation, thus strengthening the link between practice 
and licensure.

Optimizing the Deployment of Educational Re-
sources for Learning 
Educational resources are limited across all health pro-
fessions. The effi  cient deployment of advising, educa-
tional experiences, and assessment practices would 
serve to extend material supplies and the time and ef-
fort of educators and staff . In the fi eld of social work, AI 
is being explored to better anticipate which individual 
youth involved in foster care will require special sup-
port, while examining how human bias embedded in 
training data can be minimized computationally and by 
including humans in fi nal decision making [41]. Simi-
larly, health professions educators could leverage AI 
to predict which learners and practitioners need extra 
learning support. 

Enabling the Learning Health Care System
The ideal of a learning health care system [5] can be 
realized with support from AI. The Amplifi re learning 
platform illustrates these concepts well [42]. Within 
Amplifi re, health system metrics and EHR data are 
mined to identify opportunities for improvement and 
shared learning needs, which is then converted into 
system-wide training across professions. During the 
assessment phase, each participant is asked not only 
to answer questions but also to rate confi dence in 
one’s answer. Participants who are incorrect but less 
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confi dent may simply need more training. AI helps to 
uncover individuals harboring confi dently held misin-
formation; addressing this group is critical to the suc-
cess of the entire learning community. Thus, AI enables 
the health system to tailor both the depth of and ap-
proach to education in order to meet each individual’s 
— and thus the system’s — learning needs.

Mitigating Burnout
AI has eff ectively been applied to supporting mental 
health and well-being. Automating parts of instructors’ 
workload can help mitigate some of the stress and 
burnout of health professions educators. Advanced 
technology has been applied by mental health practi-
tioners in the early detection of health care workers at 
high risk for mental health disorders [43]; similar algo-
rithms could be developed to monitor health profes-
sions students for stress and anxiety. Similarly, natural 
language processing algorithmic models developed 
through a smartphone app and pilot tested among ad-
olescents might help educators and preceptors iden-
tify suicidal health professions students [44, 45].

A call for transformation of training programs and 
educational practice is needed, not only to improve 
learning eff ectiveness and reduce costs of HPE, but 
also to provide a better learner experience that ulti-
mately leads to higher quality care for patients.  

Next Steps: Answering the Call to Action

Educators must collaborate to better defi ne the nec-
essary incorporation of AI training into HPE. A lack of 
action among educators poses risk in that adequate 
training of health professionals in AI is the strongest 
tool to promote its promise over its peril. The broad 
categories of understanding outlined in prior sections 
will need to be formally articulated as learning objec-
tives and competencies. Appropriate “dosing” of train-
ing must be considered along with defi ning the core 
content needed across health professions, as well 
as advanced training needs in given professions and 
across the various specialties within each profession. 
Additionally, common educational administrative chal-
lenges across health professions off er shared opportu-
nities to leverage AI to improve the process of educa-
tion.

This manuscript is intended to serve as a call to ac-
tion, and in it, the authors off er concrete steps that 
health professions educators should take now (see 
Box 1). Collective action of educators across health pro-
fessions will foster a desired future state in which the 

power of AI is optimized while mitigating unintended 
consequences.

Limitations

This manuscript is informed by the experience of au-
thors across many health professions, who them-
selves are in the process of learning about AI and its 
implications for health, health care, and education in 
the health professions. AI is a rapidly advancing fi eld, 
so there is impermanence to the ideas off ered here. 
Some health professions and disciplines are currently 
more impacted than others; however, as advancing 
capabilities of AI are realized over time, educational 
objectives at all levels must evolve. An informal review 
of current training in AI informed this overview, but a 
collaborative research agenda is needed across health 
professions educational programs to clarify best prac-
tices.
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