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CURRENT PROCESS AND OPPORTUNITIES 

Current Care Process and Data Exhaust 

 

Unstructured Data and the EHR 

 

Data Warehouses and the value of Implicit Knowledge 
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Machines Humans Scalable 
Knowledge 



 

 

 

 

CORE TENETS OF MODEL BUILDING 

Definition Data Representation Prediction Evaluation 

Change with technology 



DATA Definition Data Representation Prediction Evaluation 

Unlabeled data 
Used to learn inherent structure of the problem. Addressed in more detail in “representation”. 

Training data 
The more data, the better. This is the “curriculum” that educates the machine. Ideal training data consists of 

the most “useful” data possible. Used to train model parameters. 

Validation data 
Not used during the training process. Used to help select which “version” of a model is best. 

Test data 
Helps to test the quality of the final model. Ideal test data is representative of the problem. 

LABELED 



DATA SCIENTISTS SOLVE THIS THROUGH 
MANY TECHNIQUES 

Inspection + 
Clustering 

NLP + 
Feature 

Extraction 

Truth Set 
Curation 

Model 
Training 

Model 
Validation 



IMBALANCED DATA IS A PROBLEM 

If occurrence rate is 0.01% and we need 

2,000 positive examples, that requires 

20,000,000 examples. 

At 10 seconds per example, this is more than 

50,000 hours per model. 



ACTIVE LEARNING 
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ACTIVE LEARNING – MULTI-CLASS 



ASSISTED LEARNING 
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ONLINE LEARNING 
Day-to-day activities feed back into system for next round of 

training. 



By capturing expert interactions, we continually move algorithms towards human 

parity over time. 

 

VIRTUOUS CYCLE IMPROVES MODEL OVER TIME 

Key enablers: Continuous Learning, Deep Learning (CNNs, LSTMs, Attention Models) 

Improve 
Algorithm 

Collect 
Data 

Self-improving 
software 



ONCOLOGY PATIENT IDENTIFICATION 
Cognitive Computing for better patient and economic outcomes 



COGNITIVE-ENABLED CANCER DETECTION  
FROM UNSTRUCTURED DATA 
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PATIENTS 

PATHOLOGY REPORTS 
Cancer? Which One? 

CANCER REPORTING CARE COORDINATION 
Care centers are required by federal law to report cancer patient 
data to the CDC 

Assisting a patient through their cancer journey, including 
coordinating visits, communicating, and support 

SOLVES BACKLOG 
OF REPORTS 

REDUCES THE # OF 
REGISTRARS 

REDUCES TIME TO 
CONTACT PATIENTS 

SPEED TREATMENT & 
PREVENT CHURN 



CANCER PATIENT ID OUTCOMES 
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The model correctly identifies: 
•90.81% of positive reports. 
•97.52% of positive patients. 
•96.15% of positive patients within 48 hours 
of diagnosis (with reports in that period). 
•91.53% of cancer types in positive reports 

Outcomes of Production Use: 
 
Efficiency Gains: 2347 hours of reviews reduced to 106 
hours (39X improvement) 
 
Approximately Equivalent productivity to hiring 118 Cancer 
Registrars or Navigators on ~20  
 
78k Pathology reports review; 5k+ patients; now running 
in 150 hospital systems 
 



FUTURE IMPLICATIONS 
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Large Portfolio of Models 

 

Running against many Information Flows 

 

Creating holistic and persistent patient identification and care optimization 

 

That leverages the Collective Wisdom of our Medical Professionals 
 



PARTING THOUGHTS 
Machine Education over Data Science – how do we accelerate knowledge transfer? 

 

Open vs. Closed Systems – how do we account for differences across groups and 

populations 

 

Privacy and Sharing – how do we safely learn across all systems? 
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